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Problem 1

Suppose you know the following list of numbers is a random sample of size 20 from a Guassian with mean
1 and unknown variance o2 > 0.

2.0753 4.6678 —3.5177 2.7243 1.6375 -1.6154 0.1328 1.6852 8.1568 6.5389
-1.6998 7.0698 2.4508 0.8739 2.4295 0.5901 0.7517 3.9794 3.8181 3.8344.

(1) Using a method of moments estimator, estimate the value of o2 for this data.
(2) Denote your method of moments estimator for o2 as Z. Is Z unbiased?

(3) We know for sure that o2 > 0. Is it possible that Z could take negative values? If so, then perhaps Z is
not the best way to estimate o2.

(4) The Delta method suggests that 1/Z could be a good estimate for 1/02. What estimate of 1/ do
you get from the data above? Is E|1/Z| finite? If not, then we cannot even compute the bias of this

estimator.

(5) The Delta method also suggests that Z2 could be a good estimate for o*. What estimate of o do you

get from the data above? Is Z2 an unbiased estimate of o*?

(6) Is Z? an asymptotically unbiased estimate of ¢*? That is, as the number of samples n goes to infinity,
does EZ? converge to o*?

Solution. (1) Since 0? =EX? - (EX)? = EX? - 1, using the method of moments,
1 20
6% = — 3 X7 - 1~12.7452,
20 ;=

(2) Z is unbiased:
1 20 1 20
]EZ:IE(% Y X2-1)= %E(ZXZ-Q) ~1=EX?-1=EX?- (EX)? =02
i=1 1=1

(3) Yes, if each X; € [0,1) then the corresponding Z < 0. This could well happen.

(4) From the data above we get 1/62 = 0.0785. The expected value E|1/Z] is not finite. To see this, notice
that f(z) is continuous on, say, [1,1]. By a well-known result in analysis,

inf = min =fz(2)2e>0 for some z € [-1,1] and € > 0.
ze[-1,1]  ze[-1,1]
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Since Z has codomain [-1.00), we have
e 1 1 1 11
E[l/Z]:f fz(z)—dzzf fz(2)— dz>2f e— dz = oo.
-1 |2] -1 |2 0 =z
(5) The estimator we have is ¢ = 162.4397. It is biased:
2 L&y 2
E(Z%) =E(= > X; -1)
N4
= iE(i)@)Q 9.1 -E(ix?) +1
n? g n =
1 n
- SE [Z X+ ZXEX]?] -2EX?+1
n i=1 i*]

1
= —(nEX" + (n® -n)(EX?)?) - 2EX? + 1
n

EX* n-1E(X?)?
= P IEGT) —9E(X?) + 1,
n n

whereas
ot = (EX?*-1)? = (EX?)? - 2EX? + 1.

(6) Following the calculation in the previous part, letting n — oo, we obtain
lim E,(Z%) = lim (...) = o?,

so Z is asymptotically unbiased.

Problem 2

Let X, Y, Z : Q — R be discrete or continuous random variables. Let A be the range of Y. Define g: A - R
by g(y) :=E(X | Y = y) for any y ¢ A. We then define the conditional expectation of X given Y, denoted
E(X |Y), to be the random variable g(Y).

(i) Let X,Y be random variables such that (X,Y") is uniform distributed on the triangle given by {(z,y) €
R?:2>0,y>0,z+y<1}. Showthat E(X | Y) = (1-Y)/2.

(ii) Prove the following version of the Total Expectation Theorem:
E(E(X|Y)) =E(X).
(iii) Show the following
E(X|X)=X and E(X+Y|Z2)=E(X|2)+E(|2).
(iv) If Z is independent of X and Y, show that

E(X|Y,Z)=E(X |Y).
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Proof. (i) For y € [0,1], note that X | Y =y is uniformly distributed on [0,1-y], soE(X | Y =y) = (1-y)/2.

Therefore by definition E(X | Y) = (1-Y)/2.
(ii) For the continuous case:
BEX V)= [y @)BX|Y =y)dy
- [T [ eyl o] ay
- [T ety @iy ) dedy

B [:m[:fX»Y(xvy) dy dzx
:f:xfx(l‘) dz = EX.

For the discrete case:

E(E(X V) =E( aP(X =z|Y =y)) =Y (3 aP(X =2 |Y =y))P(Y =y)

y €T

:ZZxP(X:x|Y:y)IP’(Y:y)

=Y (O P(X =2,Y =y)) = Y aP(X = z) = EX.

T Y T

(iii) The first claim is trivial, as E(X | X = x) = 2. The continuous case for the second equation:

]E(X+Y|Z:Z):[:[:(x+y)fX+Y\z($+y|z) dz dy
) [fRz fxiviz(z+y|2) dedy + ffm yfxiyiz(x +y|2) dedy
- [Co [Tyl adyars [y [T feopery]2) dedy
) [:fo‘Z(Mz) dx*[:yfy\z(yV) dy=E(X|Z=2)+E(Y | Z=2).
The discrete case for the second equation:

E(X+Y |Z=2)=>Y(z+y)P(X=2,Y =y|Z=2)

Ty
=Y oY P(X=xY=y|Z=2)+Y yy P(X=0,Y=y|Z=2)
T y y T

=YPX=x|Z=2)+Y yP(Y=y|Z=2)=E(X|Z=2)+E(Y | Z==z).

(iv) If Z is independent of X and Y then (assuming they are continuous)

_ fX,Y,Z(xayaZ) _ fX,Y(aj?y)
fXKY’Z) (a; | (y,z)) B fY,Z(yvz) fY(Z/) ,

SO

B(X|(V,2) = o) = [ ol (@l @2) de= [ afgr(ely) de=E(X Y =p).
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Problem 3

Solution. The plot does not overlap completely with what is suggested by the hint; nevertheless there is a spike

(and two minor ones) at around z = 1/11 (and at around = = -1/11 as well).

X0.0009091
) | Y 2080440

Problem 4

Let 6 € R be an unknown parameter. Consider the density

fo(x) = {(;xp(—(:n 0) w6

x<0.

Suppose X, ..., X;, is a random sample of size n such that each X; has density fy. Show that X(;y = min X;

1<isn

is a sufficient statistic for 6.
Proof. We first write fy(z) = exp(—(z - 6))x[0,00)(2:). Since X;’s are i.i.d., for Z := (z1,...,z,) € R",
fo(@) =1 fo(x:) =exp(nf - > @) [T X[6,00) (%)
i=1 =1 =1

Note that fy(2) # 0 if and only if x; > 6 for all 4, i.e., X (1) > 6. That is,

n

fo(Z) = exp(nb — Z T3)X[6,00) (X (1))-

i=1

Therefore, fy(Z) admits a factorization

n
fo(&) = exp(n0)x(9,00) (X (1)) -exp(= Y i),
i=1
g0(X(1)) T

which by the factorization theorem shows X, is sufficient.



