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Problem 1

Let X1,..., X, be a random sample of size n from a Poisson distribution with unknown parameter A\ > 0. Let

Y be the estimator Y = x(x,-0}. Suppose we want to estimate e,

(1) Find a method of moments estimator for e~*. Is this estimator consistent?
(2) Show that Y is unbiased for e™*.

(3) Show that )’ X, is sufficient for e .
i1

(4) Compute W, :=E,(Y | ¥, X;) as in Rao-Blackwell.

(5) Asn — oo, does W, congerge in any sense? If so, what does it converge to? Does this mean that

W1, Ws, ... is consistent?

oo e—)\)\k oo e—A)\k: oo )\k—l =) )\k
Solution. (1) Since EX = Y k =Yk = e = e Z
g k! ,;1 k! = (k-1)! = k!

method of moments estimator for e~ is given by

= e et = A, one

exp (—1 ZX%) .
i=1

n :

Since — Z X,‘ 1s consistent, so 1S our estimator, a continuous 1mage.
n :
=1

(2) This is because EY =0-P(X; #0) + 1-P(X; =0) = e *\°/0! = 7.

(3) By factorization theorem,

e—nk PRzt +oo+ Ty

P,\(l‘l, ...,Jtn) = Iﬁp)\(ajl) = W — e—)\n)\ZXi (ﬁxl')_l

h)\(ZXi) ————
h(z)

SO Z X is sufficient for A (and therefore for e™).
i=1
(4) By definition W,, = g(K) where g(k) := Ex(Y | 7.1 X; = k). Also notfe thafl summing (finitely many)

independent Poisson random varaibles results in another Poisson random variable with parameter Y \.


https://llc.stat.purdue.edu/2014/41600/notes/prob1805.pdf
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Hence

Ex(Y Y X, =k)=1-P(Y=0| Y. X, =k)+0-P(Y =1| Y X; = k)
=1 =1 =1

_P(X1 =030, Xi=k)  P(Xy = 0)P(Xily Xi = k)
P(Xi, Xi=k) P(Xi, Xi = k)
_ PP(Poisson(\) = 0)P(Poisson((n - 1)) = k)
- P(Poisson(n\) = k)
() (™ (n = 1)E X k)
e~"Ank Nk ()
e n—-1)FAFE (n -1 )k
e MAnk )Rk

n

n n—1)\Zie1 Xi
andsoIE,\(Y|ZX¢:k):(—) .
n

i=1

(5) Asn — oo, for each k, E,(Y | ¥-; X; = k) converges to 1. Hence W,, — the constant random variable

lalmost surely. The W,,’s are not consistent as e~ # 1 for \ > 0.

Problem 2

Let X, ..., X,, be a random sample of size n from the uniform distribution on [0, #] where 6 > 0 is unknown.

On a previous homework, we showed that X, is a sufficient statistic for 6.
(1) Show that 2X; is unbiased for 6.
(2) Compute W :=Eg(2X; | X(,,)) as in Rao-Blackwell. Show that W is unbiased for 6.

2 n
(3) A method of moments estimator for 6 is — Z X;. Compute
niz

2 n
IEQ( ZXi | X(n)).
"zl

Solution. (1) Clearly, for a uniform distribution, EX; = 6/2 so 2X; is unbiased for 6.

(2) We consider Eg(2X, | X(,,) = k). Thereis a 1/n probability that X; = X,; for the remaining probability,

X1 < X(n), in which case X, is uniform on (0, k), and the corresponding expected value is k/2. Hence

%+ k(n-1) _ k(n+1)-

n n n

k
W(k’) = E9(2X1 |X(n) = k) = 2k~P(X1 ZX(n)) +2-§ ~P(X1 <X(n)) =

1
Thus by definition W' = X, nre Using total expectation theorem, EW = E[Eq(2X, | X(,,))] = Eo(2X1) =
n
0, so W is indeed unbiased.

(3) If X, = k then by linearity of conditional expectation

k(n+1)

n

2 n 1 n
Eq (n Y Xl Xy = k) = D Eg(2X; | Xy = k) =
=1 =1

so the answer is identical as above.
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Problem 3

Let X4, ..., X,, be a random sample of size n from a Bernoulli distribution with parameter € (0, 1) unknown.

In class we showed that " X is sufficient for § and that
i=1

n 1 n
Eo(X1| ), Xi)= - PP
=1

=1
That is, Rao-Blackwell suggests that the sample mean has small variance among unbiased estimators for 6.
(1) Compute the Fisher information Ix, (6).
(2) Compute the Fisher information I x,, . x,)(0).

(3) Show that var(n' ¥, X;) = 6(1-6)/n.

(4) Does the sample mean n™! 3.7, X; achieve equality in Cramér-Rao? If so, then n™! 37| X; is UMVU.

Solution. (1) For x € {0,1}, the PMF of X is given by P(X =) = §*(1-6)'"*. Since
ilog(m(l —) ) = ;(xwﬁ_l(l —)T 0T (1-2)(1-6)7")
dp fr(1-0)t-=

C @l a-0)' r(l-2)(1-60)"
S fe(1-0)t 0 (1-0)1-=
_T 1-z
6 1-6’
we see that
X 1-X7?
I S O [
(0 -E[5 -]
X X(1-X) (1-X)?
‘E_W]‘QE[ o(1-6) ]“E[(l—e)?
[ X2 X -X? X2-2X+1
=E|Z|-2FE E
_92] [9(1—9>]+ [ (1-0) ]
N 0-0 6-20+1 1 1-0 1

T2 (-0 (=02 0 (1-02 6(1-0)
(The A step is because EX = p and EX? = p, both of which follow from simple calculation.)

(2) Since Xy, ..., X, are i.i.d. (in particular independent),

n

9(1-6)

I(Xl,...,Xn)(e) = ZIXi(g) =
i=1

(3) This also follows from definition: since X, ..., X,, are i.i.d. (in particular independent),

var(n ™! in) = % 2var(X,») = 61 - 9).

i=1 n

(4) Yes.



