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Q1
Proof. Note that for each x;,
1/0 ;<6
fo(@i) =
0 xT; > 0.

Since X’s are i.i.d., for x = (z1, ..., z,,) we have

fo(x) =TT folwi) = 07" x(0.0) (max ;).
i=1 <isn

We see that fy(x) can be written entirely as a function gy depending on X(,,) (and an identity function h(x)).

Therefore by the factorization theorem X(,,) is sufficient. Also, since x[g¢)(max z;) cannot be re-written as a

function depending on (x1 + ... + x,)/n times a function depending on x, we see that the sample mean is not

sufficient.
Q2
Proof. (1) Recall the identity a® = exp(bloga). Therefore the joint distribution is given by

_ryE s ewm(-ni/f)
@) =355

W [l exat- el

i=1

fxa,, Xﬂ,(l‘ly-'-

anaF(a)n Hexp((a 1)log(x;)) - exp(— sz/ﬁ)

- Sty (0 S lox(m)) exp(- 3 a1/)

go(Y) h(z)

which, by factorization theorem, shows that ) log(X;) is sufficient.
i=1

(2) Note that [ X; = exp(D_log(X;)), so

i=1 i=1

ge(Zlog i) = ge(log(exp(Zlog(X)))) ge(log(HX))a

and modifying (1) using (2) shows that H X, is also sufficient.
i=1

O

€y

(2)



MATH 408 Quiz 3 Prep Sheet YQL

(3) Since X;’s are iid., E([]X;) = [[EX; =a"".

i=1 i1
(4) If 3 =1 then EX = o. We know that X :=n~* ) X, is an unbiased and consistent estimator for o, and
=1

we know that [ | X; is sufficient. Furthermore var(X) is finite. We define
i=1

It follows that &, is a function of H X, for all n:
i=1

G = 9(Z) where g(=) = Eg[X,0 | [] X = 2.
i=1
By the total expectation theorem, Ed,, = E¢X so & is unbiased. Finally, by Rao-Blackwell,
var(é,) < var(X,,),

so lim var(X,) = 0 implies lim var(d,) = 0. It remains to notice that this, along with Ed,, = 0, implies

n—oo

that &, is consistent: indeed, let € > 0 be given. By Chebyshev’s inequality,

var(dy,) _ var(X)/n

2 5 - 0. O

(|6 — o] > €) <
€

Q3

Proof. For each z;, the distribution function is given by

1 0—1/2Sx<9+1/2
in(xi):

0 otherwise.

Since the X;’s are i.i.d. we have

1 ifa; €[0-1/2,0+1/2] for all i
le,...,Xn (xl, ,Zn) =
0 otherwise.

In other words, the joint PDF can be written as

X[0-0.5,00) (X (1)) * X(=00,0+0.5](X(n))

which by the factorization theorem shows that the pair (X 1), X(»)) is sufficient.
If we use X,y alone, we lose information on how small the random sample can be, and likewise if we only use

X(1) then we have no information on the maximum value of this random sample. O
Q4
Proof. Let W := g(Z) where g(z) ==E(Y | Z = z2) = f yfo(y| Z = z) dy. Since Z is sufficient, fy(z | Z = 2)

does not depend on 6. It follows that fy(y | Z = 2), a function of x only, has the same property. O



