MATH 408 Quiz 4 Solution Sketch
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Problem 1

Let Xy, ..., X,, be a random sample of size n from an exponential distribution with unknown parameter 4 > 0,

i.e., the PDF of X is e "%y ,.0. Suppose we want to estimate the mean

(1) Find the UMVU for ¢g(#). (Hint: Cramér-Rao.)

(2) Show that \/X; X, has smaller mean squared error than the UMVT, i.e.,

E(V/X1 X2 - 1/6)2
is less than that of the UMVU.
(3) Does (2) contradict the definition of UMVU?

(4) (Optional) Find an estimator with even smaller mean square error than v/ X; X, for all 6 € ©.

Solution. (1) Claim: the sample mean 1 > X, is the UMVU. In this case the UMVU is simply X := (X; +
n iz
X5)/2. The variance of X is var(X;)/n = 1/(n6?). (In this case it’s just 1/(26%).) We now compute the
Fisher information Ix(1/6). Let A := 1/0. Assuming z; > 0,
d2 d2 n 1 —wfn d2 n
wlong(X) = wlog (E)\ el = e ;bg(l/)\) — ;[\
_i[_ﬂ+@]_£_2nj
RPN AP NPTE PP
Therefore 1) (1/6) = -E[n/\? = (2nX)/\3] = n/A\? = n#?%. Indeed we have
1

vary(1/6) = Tx(1/0)’

so Cramér-Rao shows the sample mean is the UMVU.

(2) Heilman said this question is best solved by brute force computation. Note that by independence
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It remains to compute E\/X; = [ Ve ™ dz =0 f Vze ™ dz. Let
0 0

u=+\/T dv = edx
du=dz/(2y/x) v=-e2%/0.

Then
0o —z0 |*® o ,—Tb
—20 \/56 [ e
de = - dz. 2
J Ve ds 0 |, Jo 200" =
Letting s := V/0./z so that ds = ﬁdx, we have
2\/x
o e_x() T=00 e—xO 2\/5 ) 2
4 :[ —d:9’3/2[ -5 gs. 3
fowﬁx w0 20T G o © )

By a well-known result that / e 12 ds = /21 we know / e ds = \/7/2 (this is related to a
0

—o0
[}

Gaussian PDF; for proof, see herd). Another simple u-substitution suggests f e ds = \/7/2. Thus (3)
0
becomes #~%/2,/7 /2, and putting this back to (2) we obtain

[ Vze ™ dx = 0+9’3/2g.
0

Therefore,

o [T Jre? qp = VT
E\/Y_Q/O JTe ™ d N

Finally, putting everything into (1), we have

2
o s 2 2 (7 2 7 4-m 1 —
]E( XlX —1/0) :ﬁ—g‘ T\/@ :97—@: 292 <WZV3I(X).

(3) No, because \/X; X is not unbiased a priori: since /- is not affine, Jensen’s inequality (for concave

functions) becomes strict in this case:

EVX1 X5 < VEX, X, = %

(Alternatively, part 2 suggests E\/X; X5 = (Ev/X1)? = (v/7/(2V0))? = (7/4)(1/6) < 1/6.)

Problem 2

Let f: R™ — R be convex. Let z € R" be a local minimum of f. Show that z is a global minimum.
If f is strictly convex, show there exists at most one global minimum of f.

Now suppose additionally that f is C' and x € R™ with V f(z) = 0. Show that z is a global minimum of f.

Proof. Let z* be a local minimum. That is, there exists > 0 such that z* is the minimum on the e-neighborhood
of x:
f(z*) < f(y) for all y with |y — 2| <r.

2
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Thus, for all y € R”, there exists e > 0 sufficiently small so that 2* + e(y —2*) is in the r-neighborhood of z*. Then
f@) < fa” +e(y-27))
=fley+(1-e€)z”)
<ef(y) + (1 -e)f(z7).
This implies ef(z*) < ef(y). Since € > 0, f(z*) < f(y), showing that z* is a global minimum.

Now suppose f is strictly convex. If z1, x5 are global minima and x; # x5, then by convexity (z; +x2)/2 is a third

point at which f takes a strictly smaller value. Contradiction. Hence global minimum in this case is unique.
Finally, if vV f(x) = 0 then z is a critical point. By a well-known result (see e.g. here, p3 Theorem 2)
feC'and f convex < f(y)> f(z)+Vf(x)" (y-=x) forall z,y e R",
if Vf(x) =0 then we obtain f(y) > f(z) +0 for all y e R™.That is, x is a global minimum. O
Problem 3

Let A be a real m x n matrix. Let x € R" and b ¢ R™. Show that f : R" — R defined by f(z) = | Az - b|?/2 is

convex. Moreover show that
Vf(x)=AT(Az -b) v2f(z)=ATA.

Proof. Let z,y e R™ and le X € (0,1). We want to show
fQz+(1=Ny) <Af(z) + (1-A)f(y).
2 times the LHS is

JAQ + (1= A)y) = b]* = [AAz + (1 - A) Ay - b]?
= [A(Az -b) + (1-A)(Ay - b)|?
=N Az - b|? + (1= N)?| Ay - b* + 2X(1 - \) (Az — b, Ay - b)
+ [ Ay - b
2
= A Az - b)) + (1= 2)?[ Ay - b]* + A(1 = A) (| Az - b|* + [ Ay - b]*)

* Ax —bl?
<)\QHAa:—b||2+(l—A)QHAy—bHQ+2)\(1—)\)” z =0l

= A Az = b]* + (1= M) [ Ay - b

(The starred < is because a® — 2ab + b* > 0 so ab < (a® + b?)/2. Cauchy-Schwarz then gives (u,v) < |u|v] <

(Ju|® + |v]?)/2.) 2 times the RHS is
A Az =b|* + (1= A)[ Ay - b]*.

Thus f is convex.

We write f(z) := 1 Az -b)T(Az-b)) = 1. Az)T Az - 20T Az + |b]?). Then differentiating w.r.t. z gives
2 2
Vi(z)=aTATA-b"A= AT Az — ATb = AT (Az - b).

Differentiating once more gives V2 f(z) = AT A. O


https://people.seas.harvard.edu/~yaron/AM221-S16/lecture_notes/AM221_lecture8.pdf
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Problem 4
Let f1,..., fn : R > R be strictly convex and define g : R” - R by

g(ml,...wn) = if(ml)

Show that g is strictly convex.

Proof. Letx = (x1,....xn),y = (y1,.--,yn) € R™ and X € (0,1) be given. Then
gz + (1= Ny) = g(Az1 + (L= Ny1, .., Azp + (1= A)yn)

= Zf(/\xL +(1=-N)yi)

S

M §

[Af(@i) + (L= A)f(vi)] (by strict convexity of f)

<.
Il
[

Mw

Af(wz) Z(l M) f(yi) = Ag(z) + (1= N)g(y). O

|
—

Problem 5

Let f:R™ — R. Suppose for any fixed 1 <7 < n and any fixed x1, ..., x;_1,T11, ..., Tp, the function

€Ty = f(l‘l, ,l‘n)

is strictly convex. Prove that f has at most one global minimum.

Proof. Suppose there exist two distinct global minima x,y € R™. It follows that z; # y; for some :. But then for

the i component, if we fix 1, ..., i_1, Tis1, ..., Tn, the map

e f(x1,.0yTy)

is a strictly convex function with two distinct global minima. This is impossible by problem 2(b). Hence f has

at most one global minimum. O

Problem 6

Let X,..., X,, be a random sample of size n from a Poisson distribution with unknown parameter A\ > 0 (so
P(X, = k) = e *\¥/k! for k e N).

(1) Find an MLE for \.

(2) Find an MLE for e,

(3) How do your results compare to the previous homework, where we found two different estimators for

e * (one from the method of moments, and the other by applying the Rao-Blackwell Theorem)?
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Solution. (1) The likelihood function ¢(\) is given by

n n e—AAT7
f(/\)=_1j1fx( H @

1=

Taking log gives
log€(\) = -nA+ Y z;log A= log(z;!).

i=1 i=1
Hence
CN) =-n+X" Yz,

i=1

. e 1& . . .
Setting ¢'(\) to 0, we see that the critical is the sample mean — )" ;. Verify that this is a maximum:
N

0'(0) = -2 x; <0.

1& . .
Hence — " X; is an MLE estimator for .
=1

1 n
(2) By functional equivariance of MLE (proposition 4.45), exp (— Z Xi) is an MLE for ¢~
n =1

(3) It does agree with the estimator obtained from MoM.

Problem 7

Let X1,...,X,, be a random sample of size n from a Gamma distribution with unknown « > 0 and known
5> 0.

(1) Try to find an MLE for a.

(2) Using a computer, after fixing some possible values of X, ..., X,,, find an MLE for « using any com-
putational optimization method you want to use. Can you guarantee that you have found the global

maximum?

Solution. The likelihood function is given by

e exp(-@i/B) _ 1 T a1 o
5(9)—5 Bol(a) Brol(a) zI_IJE 'eXp(—;xz/B)

The log-likelihood is therefore
log (8) = —nalog - nlogT'(a) + (a—=1) > logw; - » /.
=1 i=1
Setting the derivative to 0, we need

I(a) _
I'(«)

d n
—logt(0) = Zlogazi -nlogf-n
af &

...fuck!



