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Problem 1

Prove that if the eigenvalues of A satisfy |A1]| > |\;| for all other #’s then

A= lim tr(A™ ) /tr(A™).

Proof. Notice that if ) is an eigenvalue of A, then A* is one of A*, and they correspond to the same eigenvector
€
APz = AR (Az) = NAF T e = XAR2 (Az) = = A

Therefore tr(A*) = A¥ + Ak + ..+ Ak Tt follows that

i tr(A™) i AL Amr
m=oo tr(Am)  m-co A4 .+ AT
i [y QU= ADAT e =AY
moo | AP+ L+ A

where the large fraction tends to 0 as m — oo because (A;/A1)™ — 0 for all ¢ > 2. Therefore the limit is A;. O
Problem 2

(a) Prove that if A,,x, is of rank n then A* A is nonsingular.
(b) Prove that if A,,xp is of rank n then A*A is Hermitian and positive definite.
(c)  Prove that if A,,x, is of rank n then A" = (A*A)™tA*. In the proof please clarify the size of matrices

at each step.

Proof.
(a) If A* Az =0 then in particular 2*A* Az =0, and so

0=a2%A*Az = (Azx, Az) = | Az|?

which implies Az = 0. But since A has full column rank, this implies = 0. Thus A* A is invertible.

(b) That A*A is Hermitian is trivial: (A*A)* = A*A** = A* A. For positive definiteness:
o*A* Az = (Az, Az) = | Az|? > 0,

and since it is of full column rank, 0 can be obtained if and only if x = 0.
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(c) For this one, it suffices to check that (A*A)~!A* satisfies all Penrose properties:

Apn[(A* A) A o Amxen = A (ATA)H(A*A) = A

—_—

=I'nxn

[((A*A) 7 A nm Amn [(ATA) A e = (AT A) L (ATA)(AXA) A = (AT A) LAY

I71><'n,

nxn

(Amn [(A"A) A )™ = A7, ((A7A) 7, A

mxn

— Amxn((A*A)*)_l Ax—

nxn

nxm

[2(b): A*A Hermitian] = A((A*A)*) A = Apn[(A*A) LA |-

(2)

Lyn = ([(A"A) T A i Amn)* = A Aien (AT A) ) = AT A(ATA) T = L. (4)
O
Problem 3
Let |A|2 denote the matrix norm subordinate to the Euclidean 2-norm. Let the singular values of A be
01202 2 ... 2 0. Prove that ||Al2 = 0;.
Proof. First notice that if U is any unitary matrix then for z, a vector of corresponding size, |Ux|| = ||« |. Indeed,

|Uz[? = (U, Uz) = (2,U*Uz) = (2,2) = ||

(so it holds in particular for |« |2). Now let A =UXV7 be the singular value decomposition of A. It follows that

|Al2 = sup |Az|z= sup [UZV' x|,

lll2=1 [z]l2=1

= sup [DQz|2 (U unitary)
ll2=1

= sup |Dyll2 (y:=VTa; VT unitary)
lyll2=1

= [ DM = o1 =loi| =01

Problem 4
(a) Consider f(z):=2™, meN. Show that

1 ifn=m
flzo, .y zn] =

0 ifn>m.

Proof. (a) If we can prove that when n =m the divided difference is 1 then we are done, as

fl:xla ---;xm+1:| - f[x07 ---amm]

f['r07"'amm+1] = =

Tm+1 — 20

=0,

Tm+1 — L0
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and inductively one can show that the same holds for any n > m. But indeed this is true, since by the

MVT for divided difference, if xy, ..., ., € [a,b] then

(m)
flzoy -y xm] = fil(f) for some & € [a,b].
m!
On the other hand, regardless of the value of &, the m'" order derivative of €™ is m(m —1)... = m!, so the

fraction simplifies nicely to 1, proving our claim.

(b) We approach this identity by induction. The base case is obviously true:
& 1
flwol = fzo) = )] [f(fi) [[(zi-2;)” ]
i=0 G
Now for the inductive step, we suppose that the equation holds for any divided difference with k& indeter-

minate, that is, we have
k E+1
flzos - xe] =), [f(xi) [z —l“j)_l] and f[21, ..., 1] = ), [f(iﬂm) [T@m—20)"
=0 VEL) m=1 L+m
Recall the recursive formula that defines the divided difference:

flet, o xpen] = flzo, .o, 2k ]
Tk+1 — L0

flzo, s Tp] =

Substituting our induction hypothesis into this, we recover precisely the formula we want for f[xo, ..., Tx+1].
To avoid cumbersome notation, I will not use a chain of equations but instead directly compute the

coefficient of f(z;). For f(xg), since it is only determined by —f[xo, ..., 2], we have coefficient

k(o —2.)1
_M:H(ﬂso—%‘)_1~

Tr+1 — X0 3#0

Similarly, the coefficient of f(xg+1) is only determined by f[z1,...,Zg+1] so it is

5o (21— x0) 7" -]

-1
(Th1 —20) ™.
Tk+1 — 20 02k+1

For other terms, i.e., f(x;) with 1 < i < k, the coefficient is determined by both f[zo,...,z;] and

f[xlv"'axk+1]: il L
1020 pws (s = 0) ™ = TTjg jui (i — )"

Tk+1 — X0

and writing the difference in terms of common denominator gives

k+1
((wi = w0) = (% = Tg41)) 11(331‘ — ;)" (wpe1 —w0) T = D}(fci - ;)"

This shows that all coefficients match, and we are done with our induction hypothesis. The claim follows.

O
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Problem 5

(a) Suppose A is an m x n matrix. Show that for any z € C™, AA*x is the best approximation of x (w.r.t.
| +]2) in the column space of A.
(b) Show that if {u1,us,...} is an orthonormal basis for an inner-product space F, then
Pf = Z (foui)ui
i-1

is the best approximation of f in U, := span{u, ..., u,}.

Proof.

(1) Recall (from a theorem proven in class) that the minimal solution to Ay = z is given by y = A*z.
Therefore x — Ay attains minimal 2-norm when y = A*z i.e., Ay = AA*x is the best approximation of z in
the column space of A.

(2) We first show that f — P, f is orthogonal to P, f. In particular, we show that f - P, f is orthogonal
to all u; for 1 <4< n (so that it must be orthogonal to everything in span{uy,...,u,}, in which there lies
P.f). .

(F = Paf = () = (Pufn) = (o = (3 4 ) = (o) = (o) -

(since if ¢ # j then ((f,u;)uj,uw;) = (f,u;) (u;,u;) =0). Now, if we have P, f" € span{u,...,u,}, then

(f=Puf) L(Puf = Puf') = |f=Puf'|? = 1f = Puf > + [ Puf = Puf'|* 2 | f = Puf?,
————— ——
espant espan

proving the minimality of | f — B, f]|. O



